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Abstract: Simultaneous localisation and mapping (SLAM) is a process by which robots build maps of their environment and simultaneous-
ly determine their location and orientation in the environment. In recent years, SLAM research has advanced quickly. Researchers are cur-
rently working on developing reliable and accurate visual SLAM algorithms dealing with dynamic environments. The steps involved in de-
veloping a SLAM system are described in this article. We explore the most-recent methods used in SLAM systems, including probabilistic 
methods, visual methods, and deep learning (DL) methods. We also discuss the fundamental techniques utilised in SLAM fields. 
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1. INTRODUCTION 

Simultaneous localisation and mapping (SLAM) has been a 
focus of active study in contemporary robotics for the past few 
years. In this challenge, a mobile robot locates itself in an unfamil-
iar location and continuously generates a map of that environ-
ment. SLAM can be applied to both indoor and outdoor settings. 
The technique can be applied to a wide variety of fields, including 
underwater or aerial planning, and is not just limited to land-based 
mobile robots. Navigating, locating and mapping are the core 
technologies meant for use by intelligent, autonomous mobile 
robots. The goal is to first create a map of an unknown environ-
ment; then, information pertaining to the robot’s motion and that of 
the unknown environment are determined so as to track the posi-
tion of the robot in the environment. 

The goal of the probabilistic SLAM problem is to find the posi-
tion of the robot xt at time k, which moves in an unknown envi-
ronment, from the set of all observed landmarks m, the set of 

observations z0:t, the set of commands given to the robot u0:t 
and the initial state x0. The robot moves in an erratic manner, 
making it harder and harder to pinpoint where it is right now in 
terms of global coordinates. The robot’s noise sensor allows it to 
detect its surroundings while it is moving. After creating the map, 
the goal is to be able to gauge the vehicle’s position. 

According to pose graph optimisation in robotics, the state of 
the vehicle can be indicated. There are two techniques relevant to 
SLAM. If the present and previous postures of the robot are taken 
into consideration, the full SLAM technique can determine the 
entire trajectory of the robot. Based on the total sensor data, it 
estimates the entire set of poses. The online SLAM technique is 
carried out if we take into account the current pose and disregard 
environmental features (mapping) by observing the environmental 
features with a sensor and applying the command vector to the 
robot, often based on the most recent sensor data. The rule of 
Bayes can present the incremental nature of the problem. 

Proprioceptive, exteroceptive or a combination of both sen-

sors is used to determine the location and mapping of a robot. In 
SLAM systems, well-known sensors, including GPS, SONAR, 
LIDAR, IR, inertial measurement units (IMU), and cameras, have 
been used. When a camera serves as the single external sensor, 
the SLAM system is known as visual SLAM or V-SLAM. Visual 
SLAM is primarily divided into the monocular, RGB-D and stereo 
SLAM techniques based on the type of camera used. (1) Monocu-
lar SLAM is focused on using just one camera. (2) The RGB-D 
SLAM sensor, or RGB-D camera, is made up of the monocular 
camera and the infrared sensor combinations. When used in 
RGB-D cameras, they can produce colourful images with depth 
and real-time 3D data. It is based on structured light. These cam-
eras capture real-time 3D data. (3) SLAM stereo vision refers to 
the employment of multiple cameras, two or more lenses and a 
separate image sensor. The visual sensors have visual odometry 
on their own. It is precise, robust, and easy to implement. 

The camera is the most-popular sensor for acquiring visual in-
formation. However, it has several drawbacks, such as its poor 
optical resolution and sensitivity, which are particularly apparent in 
dim and complicated lighting conditions. Several imaging technol-
ogies, including LIDAR, have been created to overcome these 
drawbacks. However, because cameras are so closely modelled 
after the human visual acquisition system (eye), they provide 
significant benefits in terms of their ability to record colour and 
texture information as well as their ease of interpretation and 
understanding by a human observer. 

The type of map needed and the environment will influence 
the sensor selection. To accurately estimate the robot’s pose and 
model the scene spatially, one can put a variety of sensors on the 
robot’s body and combine the collected data. 

The task of visual localisation depends on three principal con-
cepts: VO (1)(2), structure from motion (SFM) (3), [4] and SLAM, 
where VO depends on locating the ego-motion or 3D motion of a 
robot by relying on the input from the camera’s ‘image.’ It is pri-
marily focused on reconstructing the camera’s path. The SFM is 
based on the recovery of the relative poses of a camera and the 
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three-dimensional (3D) structure from a set of (2D) images of a 
camera or video. SLAM consists of using these two pieces of 
information at once, estimating the trajectory of the camera while 
simultaneously reconstructing the environment. 

Visual simultaneous localisation and mapping (VSLAM) is 
used to enhance surgical performance in the medical field since a 
large number of individuals face surgical difficulties each year. 
Fifty percent of these issues can be avoided with proper surgical 
training and evaluation. Current research combines many deep 
learning (DL) approaches. Automating surgical reviews, keeping 
an eye on surgical procedures and assisting surgeons in making 
decisions during operations all depend on the recognition of surgi-
cal tools and workflows to improve surgical performance. Various 
neural networks (NNs) have been developed in this sector to 
conduct tool and workflow recognition as well as to extract visual 
information from surgical videos (5)(6). 

This research has also found applications in the agriculture 
domain. It is necessary to create innovative approaches that can 
boost production while reducing the demand for human labour. 
Automated and intelligent agricultural systems are crucial to ad-
dressing issues including the lack of manpower, improving worker 
safety and cutting production costs by preserving energy, money 
and time. Precision agriculture may be characterised as a strategy 
that enables the producer to make better decisions per unit area 
of land and per unit of time. Nowadays, a greater number of fruits 
and vegetables are cultivated in greenhouses, and it is just as 
crucial to monitor indoor cultivars as it is for crops produced out-
doors (7). Image sensors are becoming more and more common, 
and they are being utilised in greenhouses to gather data for 
purposes like plant-monitoring techniques. A technique for identi-
fying and categorising bacterial spot infections in tomato crops 
using camera pictures was developed by Borges et al. (8). In the 
study by Liu et al. (9), the authors take pictures of cucumbers 
within a greenhouse using a handheld camera, and then they 
apply DL to recognise the objects. This is yet another example 
using camera image analysis. Methods for calculating the animal 
condition score have also been used after digital picture pro-
cessing (10)(11). Real-time site monitoring is a current difficulty in 
indoor precision farming and animal management. The most-
common and time-consuming tasks in on-farm operations were 
found to be gathering data for tracking crop growth or animal 
conditions (12). Thus, novel remote-sensing techniques based on 
self-governing robots may prove to be a valuable resource for 
indoor agriculture and dairy farm administration in the future. 

The objective of this paper is to present the evolution of SLAM 
since its inception, the technique used at each stage and their 
contributions to tackling various difficult applied research prob-
lems. The second section presents an overview of visual SLAM, 
its architecture and its different parts. The third section presents 
the probabilistic methods of SLAM. The fourth section is devoted 
to the SLAM based on vision. The fifth section introduces deep-
learning-based approaches. The sixth section raises problems 
and challenges. A conclusion is drawn in section seven. 

2. VISUAL SLAM OVERVIEW 

VSLAM is an emerging embedded vision technology and is 
found very effective. The architecture of visual SLAM consists of 
three principal tasks: initialisation, localisation and mapping. The 
first phase of initialisation is to create a 3D initial map, made 

possible by the extraction of feature points and then determining 
their 3D world locations from the depth image. The phases of 
tracking and mapping are applied simultaneously; tracking esti-
mates the path of the camera by matching features and refining 
them by tracking the local map. Localisation computes the novel 
3D map points. Fig. 1 presents the architecture of visual SLAM. 
To improve its performance, two modules have been added: 
relocalisation and global map optimisation. Sometimes, the track-
ing process fails due to several constraints, including rapid cam-
era motion, disturbances, scenes without texture or a dynamic 
environment. To solve these problems, the task of relocalisation is 
necessary to compute the camera pose. While the camera is 
moving, a previously recognised image is captured, from which 
the loop-closing steps are designed. 

The latter compares the current landmarks with the previous 
keyframes. The cumulative estimation error is generated at the 
map level. To get rid of this error, global map optimisation is usu-
ally done. This process is done to refine the map, taking into 
account the consistency of the entire map information. 

Visual SLAM requires feature points from the environment, but 
it also requires static landmarks to provide an accurate approxi-
mation. In addition, a classic SLAM and a current SLAM make up 
the V-SLAM domain. The classic V-SLAM technique supposedly 
depends on the surroundings. With a moving camera, the sur-
roundings are actually thought of as static. During the VO proce-
dure, a number of dynamic feature points are considered in the 
real world. To find dynamic feature points and discard them from 
the V-SLAM estimate process, modern visual SLAM integrates the 
architecture of V-SLAM with object detection. This method of pose 
estimation and mapping lowers the amount of pose estimation 
and mapping error by accounting for the overall movement of 
dynamic objects in the scene. Without using any previous object 
models, the environment is examined to gather all relevant data, 
including dynamic, geometric and contextual information. 

In recent works on the current V-SLAM, moving objects in a 
dynamic environment are estimated and then represented in a 
spatiotemporal map. The estimation of the cumulative error of 
localisation and mapping is decreased by the improvement in 
feature point selection. Differentiating between static and dynamic 
objects is one of the most crucial aspects of the V-SLAM method. 
As a result, scientists have created cutting-edge algorithms based 
on DL, computer vision and artificial intelligence. The three stages 
of the authorised discrimination process are as follows: detection 
of prospective dynamic objects based on categories of dynamic 
objects that have been established. The second stage, segmenta-
tion, is optional. The third stage, optical flow estimation-based 
motion detection of possibly dynamic moving objects, comes next. 

The ability to obtain information about the location and shape 
of objects is a benefit of localisation and object detection. There 
are overlapping concepts in this work that need to be clarified. 

Classification/recognition—Finding the identity of the object in 
an image is necessary for this activity. In another way, assign it to 
a category from a list of pre-established categories. The localisa-
tion process seeks to pinpoint the object’s position and create a 
bounding box around it. 

All objects in the image are identified and classified during the 
object-detection process. Each object has a bounding box around 
it and is assigned a category. 

By constructing a pixel mask for each object in the image, the 
segmentation approach enables a deeper understanding of the 
scene. Semantic segmentation and instance segmentation are the 
two basic categories into which it is divided. Semantic segmenta-
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tion-based classification represents all pixels that fall under a 
certain classification. Semantic segmentation groups related items 
and assigns them to a single class, rather than classifying pixels. 
Each pixel in the image is classified into a class using instance 
segmentation, and each class is then assigned to a different 
instance of the item. Fig. 2 presents different types of segmenta-
tion. 

As a result of the relative movement between the observer 
and the scene, optical flow expresses the shape of the apparent 
movement of objects, texture and edges in a visual scene. The 
distribution of apparent velocities in the brightness level of the 
image created by moving objects is another way to describe it. 
 

 
Fig. 1.   SLAM Architecture, SFM, structure from motion; SLAM, simulta-

neous localization and mapping 

 
Fig. 2. Different types of segmentation 

SLAM algorithms have evolved over time in response to the 
advancement of sensors, objectives and the pursuit of answers to 
specific issues in many research areas. Three phases can be 
identified in the evolutionary process. The initial phase was based 
on 1980 probability methodologies, which included filter-based 
techniques and optimisation-based strategies. The filtering tech-
niques fit into iterative workflows that are appropriate for online 
SLAM. The full SLAM problem is addressed by the optimisation 
techniques, which group batch processing approaches. Classical 
sensors like Lidar, GPS and other sensors are the main focus of 
this phase. The second phase, based on computer vision and 
camera vision, was introduced in 2003. This technique is called 
vision-based SLAM. Its research advanced quickly and was able 
to resolve the SLAM issue and reconstruct 3D maps. The most 
recent phase, perception, began in 2014. The goal is to use learn-

ing to determine the system’s correctness and robustness. It is 
based on DL, an algorithm that uses a convolutional neural net-
work (CNN) to recognise objects in an image. Fig. 3 presents the 
phases of evolution. 

 
Fig. 3. SLAM evolution 

3. SLAM PROBABILISTIC METHODS 

3.1. Techniques based on filters 

The methods based on filters are derived from Bayesian filter-
ing. It works as an iterative process with two phases: prediction 
and correction. To forecast vehicle states and maps, the predic-
tion phase first uses the evolution model and control inputs uk. 
The second stage aims to correct the state that had been previ-
ously projected by comparing the map’s current observation with 
the sensor data’s current observation. The observation model 
combines mapping and observation. To estimate the location of 
the vehicle and the map, these two phases iterate and then grad-
ually integrate sensor data. 

Four main paradigms, on which various models have been 
created, form the foundation of SLAM. ‘EKF’ stands for extended 
Kalman filter. It is the oldest robotic system in terms of history. 
However, due to its restricted mathematical capabilities, it has lost 
some of its appeal. The second is the unscented Kalman filter that 
is known as ‘UKF’. It was created to solve EKF issues with ex-
tremely non-linear systems. Information filtering (‘IF’) is the third 
strategy. It is the Kalman filter’s (KF) inverse form. The fourth 
approach makes use of particle filters, which are non-parametric 
statistical filtering methods. They are widely used as online SLAM 
techniques and can address the issue of data association. 

3.1.1. EKF  

The first branch derivative of the KF created by Kalman (13) is 
the EKF. To handle linear systems, the KF was created. SLAM 
also employs it extremely rarely, despite its high convergence. On 
the other hand, The EKF can linearize non-linear systems using 
the first-order Taylor expansion(14).  

EKF SLAM’s first publications appeared in Refs (16)(17). 
Their method is based on estimating the movement of robot loca-
tions and a set of environmental characteristics using a single-
state vector. A covariance matrix generates their estimation un-
certainty as well as the correlations between the robot condition 
and the estimation of attributes. Using the EKF, the system’s state 
vector and covariance matrix are updated (13)(18). When new 
features are noticed, more examples are added to the vector of 
states, and the system’s covariance matrix grows significantly in 
size. 
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The EKF-SLAM methods have been extended by many au-
thors to accommodate the issue. The calculation of the Jacobian 
and the linear approximation of non-linear models are two signifi-
cant issues with EKF-SLAM. It can result in a filter inconsistency 
issue. A SLAM technique based on the central difference Kalman 
filter (CDKF) has been suggested by Zhang et al. (19) as a solu-
tion to this issue. For the purpose of approximating the non-linear 
models, the authors created the Sterling’s polynomial interpolation 
method. It is based on trying to solve the SLAM issue in the prob-
abilistic state space. The adaptive KF employing the AKF (20) has 
the benefits to include real-time processing. AKF has the ability to 
modify KF’s parameters and improve the filtering. Additionally, the 
method can enhance the mapping and localisation accuracy by 
overcoming the challenge of information mismatch. 

The adaptive EKF is a method that was proposed by Tian et 
al. (21) to enhance the conventional EKF. It is based on both 
maximisation of expectation creation (EM) and the maximum 
likelihood estimation (MLE). Its goal is to enable repeated approx-
imations of the statistical noise and its covariance matrices by the 
standard EKF. As a result, EKF offers the capability to modify and 
improve the values created by MLE and EM production. Although 
it uses unbiased estimation to estimate the noise recursive statis-
tics and produces high-quality results, one potential issue is that 
non-positive matrices of statistical covariance of process and 
measurement noise are defined. To lessen this issue, innovation 
covariance estimation (ICE) is added. 

An autonomous wheeled mobile robot’s SLAM problem is re-
solved using the suggested method (AEKF-SLAM). The disad-
vantage of this method is that it has a larger computational cost 
than EKF. 

3.1.2. UKF 

Julier and Uhlmann (22) introduced the unbiased KF, some-
times known as the UKF in the literature. The gradient calculation 
of the system equations is not explicitly used by the UKF algo-
rithm, in contrast to EKF. The method relies on sampling particles, 
or a collection of points dubbed ‘sigma’, which are weighted 
around the expected value using a probability function and then 
passed to the non-linear function to recalculate the estimation. 
They enable accurate evaluation of the state vector distribution’s 
mean and standard deviation up to the second-order approxima-
tion. Hence, to obtain the equivalent set of modified points, the 
sigma points are replaced. The UKF-SLAM was developed to 
address issues with the EKF, such as inconsistent performance. 
Traditional UKF-SLAM models the system as being precisely 
known and the perturbations as Gaussian noises with well-known 
statistics. Asymmetry in the actual applications could result from 
all these presumptions. These defects must be avoided to boost 
estimate precision; therefore, the Robust SLAM (RSLAM) was 
developed by Havangi (23). The H∞ square root UKF, which is 
applicable to non-linear systems with non-Gaussian disturbances, 
forms the basis of RSLAM. This technique has the benefit of not 
requiring knowledge of noise distributions or that they must be 
Gaussian, which makes it more adaptable and less constrained in 
practical applications. Additionally, because the resulting covari-
ance matrices will continue to be semi-positive definite, RSLAM 
has steadily increased the numerical stability when compared to 
the UKF-SLAM technique. An adaptive neuro-fuzzy inference 
system is used to tweak the RSLAM parameters, producing better 

performances. RSLAM thus outperforms other UKF-SLAMs, 
according to the Monte Carlo simulation. 

An unscented adaptive Kalman filter (AUKF), employed on the 
SLAM problem both in the simulation data and in the actual appli-
cation, was presented by Bahraini et al. [27, 28]. It is suggested 
that the scale parameter, which is based on the maximum likeli-
hood function at each time step, be adjusted. The algorithm’s 
results show that it reduces error estimation and increases navi-
gational accuracy.  

The covariance positive defined the positive loss prevents 
UKF from operating, and its strong correction amount reduces the 
SLAM algorithm’s efficiency to improve the performance of UKF. 
Tang et al. (26) proposed an improved Schmidt Orthogonal Un-
scented Kalman Filter (ISOUKF). The approach is based on a 
two-step modification of the UKF algorithm. The Schmidt Orthog-
onal transform (SOT) sampling method is used in the first step to 
select sample points, and the SOT sampling approach is em-
ployed to lower the computational amount of UKF to some level. 
The notion of a strong tracking algorithm (27) then employs an 
adaptive fading factor, and the prediction covariance matrix uses 
the fading factor effect to boot system state tracking capacity. The 
ISOUKF algorithm was enhanced, and the SLAM technique was 
made more effective in the second stage using the square root. 
This technique lowers processing costs while presenting a high 
degree of precision in tracking robots for SLAM. 

3.1.3. Information filter 

IF is a KF variant that is the inverse of the KF, as shown by 
Maybeck (28). This filter adds the vector and the informational 
matrices directly, presenting an inverse information matrix of the 
covariance matrix, which contains the state error. The extended 
information filter (EIF), a non-linear version of the IF, is computa-
tionally comparable to the EKF with one key distinction: the EIF 
has an inverse covariance matrix. 

The SLAM issue was also addressed by using the candidate's 
EIF techniques (29). The sparse extended information filter (SEIF) 
technique, which was introduced by Thrun et al. (30), has been 
suggested as another extension of IF. The IF can be upgraded to 
exactly sparse extended information (ESEIF) (31), which is more 
consistent locally than SEIF, by leveraging parsed data for less 
complexity. He et al. (32) proposed the iterative sparse extended 
information filter (ISEIF). By solving the measurement update 
equations iteratively and adaptively, this approach seeks to mini-
mise linearisation errors. The consistency and accuracy of SEIF 
have increased because the scaling advantage is still present. 
However, IF has various uses as given in Refs. [36(34). It is not 
popular in SLAM. 

3.1.4. Particle filter 

This was proposed by Del Moral (35), under the name ‘Parti-
cle Filters’ also called ‘bootstrap filter’ (36), and ‘Sequential Mon-
te-Carlo (SMC)’’ (37). It is a filter that allows for finding solutions to 
a problem of localisation. In the observation, it does not need the 
limitations of the Gaussian noise, and it can adapt to any distribu-
tion. It is based on a set of generated points called ‘particles’. 
Each of these particles represents the probable state of the sys-
tem. The weight coefficients (weights) on each particle are  
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a measure of the degree of confidence one may have in the latter 
to effectively represent the state. Their principle is as follows: 
samples of the state are taken with a set of particles according to 
their probability density. The particles are evaluated according to 
the equation of the state of the system; this is the prediction step, 
and then the weights are adjusted according to the observations; 
this is the correction step. The most probable particles are kept, 
the rest are removed and new particles are generated. Many 
versions of particulate filters have been proposed in the literature, 
such as sampling importance resampling (SIR) (38) and regular-
ised particle filter (RPF) (39). 

The first to make particulate filters adaptable to the SLAM 
problem was Blackwell (40), which is known as Rao–
Blackwellisation. Doucet and Murphy (41) and Kevin Murphy (42) 
observed that the probability between the landmark sites is condi-
tionally independent when the robot’s route is known. Rao–
Blackwellised (RB) decomposition was therefore introduced and 
carried out in a manner that added to the broad framework of PF 
for solving the SLAM issue. Based on this concept, Montemerlo et 
al. (43)(44) suggested the FastSLAM once more, this time utilising 
a few low-dimensional EKF to estimate the landmark locations 
and the Rao–Blackwellised particle filter (RBPF) to estimate the 
robot path. Stated differently, FastSLAM employs a hybrid tech-
nique that combines the PF with EKF, allowing the robot to attain 
more precision. The procedure in this method is predicated on the 
robot’s prior posture prediction. Additionally, the method pre-
sumes that the landmarks are not conditionally dependent on one 
another while the robot’s position is known. Furthermore, the robot 
localisation problem and the challenge of gathering estimated 
landmarks, both of which depend on estimating the robot’s pose 
are separated from the SLAM by the method. 

The computing complexity of FastSLAM, denoted as (M log 
N), is contingent upon the quantity of landmarks (M) and particles 
(N), both of which may have fixed values. Since every particle 
prescribes landmarks in a distinct way, FastSLAM performs sev-
eral data associations, making the data association incredibly 
error-resistant. FastSLAM is easy to use and has a significant 
advantage in data association over EKF-based SLAM techniques, 
but, in some situations, the chosen samples are frequently ineffec-
tive. It is not necessary to linearise the robot’s motion and meas-
urement models. Its use in non-linear and non-Gaussian systems 
is more effective and convenient. The primary benefit of the 
FastSLAM approach is that particles carry out their own data 
associations, whereas the KF-based SLAM technique bases its 
system design on a single data association assumption for the 
whole filter. Furthermore, compared to KF-based approaches, the 
use of particle filters for robot trajectory sampling results in lower 
memory use and processing costs. However, because FastSLAM 
must perform an independent data association, it is vulnerable to 
divergence, and its computing cost increases significantly in noisy 
situations due to sparse maps. However, the limited feature posi-
tion dependencies in FastSLAM instantiations lead to sluggish 
convergence. Moreover, the method’s poor universal consistency 
renders it unsuitable for long-term navigation in expansive situa-
tions. 

A better version of this technique, known as FastSLAM 2.0, 
was later published by Michael et al. (45). According to them, the 
proposed distribution of this approach depends on the actual 
measurement of the mobile robot as well as the previously esti-
mated pose. Along with the improvements of FastSLAM 1.0, 
FastSLAM 2.0 also has an improved proposal distribution that 
results in a more consistent computing cost. The derivation of the 

Jacobian matrices and the linear approximations of the non-linear 
functions are two significant potential shortcomings of FastSLAM. 
It takes work to calculate the Jacobian matrix, and the estimate 
accuracy degenerates when the posterior covariance is not accu-
rately approximated. To solve these problems, a novel method 
named Unscented FastSLAM (UFastSLAM) (46) was proposed to 
address linearisation-related issues in the FastSLAM framework. 
It is based on the use of scale unscented transformation. The 
linearisation procedure involving Jacobian computations is elimi-
nated without the buildup of linearisation mistakes. This approach 
offers resilience in the mapping and localisation processes. How-
ever, the UFastSLAM often reduces particle diversity throughout 
the particle resampling process, and importance sampling is 
prohibited owing to covariance positive definite loss, resulting in 
accuracy degradation. 

Variations of FP have appeared, such as distributed particle 
DP-SLAM approaches (47) and DP-SLAM 2.0 (48). These ap-
proaches proposed a data-storage structure based on the use of a 
minimal ancestry data tree. It makes quick updates by leading the 
PF while the number of iterations of the latter is reduced. In 2015, 
a new improved version of FastSLAM2.0 called six degrees of 
freedom (6-Dof) low dimensionality SLAM (L-SLAM) was devel-
oped by Zikos and Petridis (49). L-SLAM is based on using a 
particle filter of lower dimensionality than FastSLAM, for a small 
number of particles. L-SLAM achieved better accuracy than 
FastSLAM1.0 and FastSLAM2.0, and its speed surpasses 
FastSLAM2.0 by a factor of 3. L-SLAM is suitable for solving 
problems with high dimensions that have high computational 
complexity. To update the particles of the L-SLAM approach using 
a linear KF, in contrast we use an EKF to update the FastSLAM 
algorithm.To build a map by RBPF and ensure overall consisten-
cy, Nei et al. (50) presented an efficient system of RBPF that is an 
improved Lidar SLAM system by adding loop detection and corre-
lation called LCPF-SLAM. The suggested LCPF SLAM enhances 
the consistency of the RBPF SLAM to be usable in comparatively 
wider scenarios. It also has enhanced loop identification and a 
new metric known as the usable ratio for determining the relevant 
information gained from laser readings. Still, the approach per-
forms slowly since additional criteria are used to determine if a 
loop is reliable. 

Resampling fixes the major flaw of the particle filter, the de-
generacy of the weights, but after several iterations, particle diver-
sity in particle concentration is completely absent; it is the problem 
of particle depletion. Hua and Cheng (51) proposed an adaptive 
fading unscented KF method (UFastSLAM) to solve the problem 
of particle degradation using the resampling method. It uses the 
UT transformation to eliminate the Jacobian matrix from the 
FastSLAM approach and improves the assessment of the position 
estimation. They replaced the KF with an unscented KF, which is 
suitable for non-linear systems. It also has other advantages in 
avoiding the accumulation of errors during linearity and has a 
better effect on pose estimation. In the UFastSLAM algorithm, the 
particles of PF are produced from the distribution of system state 
variables that do not depend on the posterior probability. It builds 
a proposed distribution function to edit and adjust the parameters 
adaptively and make the function of distribution closer to the 
system’s posterior probability distribution. It is effective in improv-
ing the problem of particle degradation. An improved transformed 
unscented FastSLAM (ITUFastSLAM) with the adaptive genetic 
resampling ITUFastSLAM was introduced by Lin et al. (52). An 
improved importance sampling using the UKF was transformed to 
improve the performance of FastSLAM. A new fuzzy noise estima-
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tor is used for the improvement, which allows adjusting the state 
and observation noises online according to the residual and asso-
ciated covariance and results from it, attenuating the flaws result-
ing from the imprecision of the model. They replaced the step of 
conventional resampling with adaptive genetic resampling. Tang 
and Chen (53) developed an improved adaptive unscented 
FastSLAM (IAUFastSLAM) with genetic resampling, to ameliorate 
the low tracking accuracy. This algorithm uses QR and SVD de-
composition to deal with the positive definite loss of covariance in 
the UKF and to give the system the ability to track. They used an 
adaptive factor consisting of the orthogonal principle of residual 
vectors to predict the covariance matrix, and the function of Huber 
cost is generated by the modified covariance matrix to effectively 
eliminate the error of the measurement model. To increase the 
particle diversity, they used an improved genetic approach (GA) 
and used the suppressed sample impoverishment effectively to 
complete the resampling for UFastSLAM. 

3.2. Techniques based on optimisation 

SLAM’s improvement-oriented approaches branch out into 
two disciplines. The first subsection is based on finding a match 
between the novel observations and the map derived from the 
sensor data. The second subsection seeks to obtain a coherent 
whole by refining the car’s position (and subtracting the past) and 
the map by looking at the constraints. When it comes to optimisa-
tion, we can classify these algorithms into two main branches: the 
SLAM graph and bundle adjustment (BA). 

3.2.1. The graph SLAM 

This is an algorithm that solves the SLAM problem owing to 
non-linear parsimonious optimisation. Lu and Milios (54) proposed 
this algorithm as the first work in robotics to solve the problem of 
SLAM, based on the graphical representation of the Bayesian 
SLAM shown in Fig. 4 (55). The graphic has been translated into 
a matrix that describes and combines the relationships between 
features and robot positions. It can easily be constructed for use 
to optimise the framework. The graph SLAM is based on two 
types of nodes: motion nodes and measurement nodes. Motion 

nodes connect two consecutive robot locations xt−1 and xt. The 

measurement nodes connect the poses xt, to the landmarks mi. 
The graph edges present a non-linear constraint that represents 
the negative logarithmic likelihood of both the measurement and 
movement patterns. One of the greatest disadvantages of this 
method is the problem of the non-linear least squares produced 
by the sum of all the constraints. Many implementations are used 
to develop Graph-SLAM TORO (56), TreeMap (57), HOGMan 
(58), ISAM2 (59), g2o (60), GTSAM (61), DCS (62), SacViSLAM 
(63) and SSA (64). 

Zhao et al. (66) proposed a method named LinearSLAM to 
solve the problem of large scale in SLAM based on a submap 
joining approach. The local sub-map is constructed using the local 
information to find the solution to a small-scale SLAM. The ad-
vantages of combining sub-maps include solving linear least 
squares and establishing non-linear coordinate transformations. 
This approach does not require initial values and iterations since 
there are closed form solutions to linear least squares problems. 
The algorithm can be used in pose-graph SLAM, D-SLAM, fea-

ture-based SLAM and in both 2D and 3D scenarios. Holder et al. 
(67) presented an algorithm that builds a map from radar detec-
tions by applying the iterative closest point (ICP) algorithm with 
the goal of matching successive scans given from a single radar 
sensor. Youyang et al. (68) proposed a G-pose graph optimisation 
algorithm that is an algorithm without having to handle the com-
plex Bayes factor graph. In their proposed method, they transform 
the absolute pose estimation problem into a relative pose estima-
tion problem. The main advantage of the G-pose graph optimisa-
tion method is its robustness to outliers. In fact, they added a loop 
closure metric to handle outliers. Fan et al. (69) presented the 
CPL-SLAM algorithm, which is efficient and certifiably correct. It 
uses complex numbers to solve SLAM based on a planar graph. 
Sun et al. (70) proposed an active integrated method by using the 
method of a Cartographer to build and do efficient frontier detec-
tion. Pierzchała et al. (71) used the Graph-SLAM algorithm to 
generate localised forest maps. With the aim of mapping, they 
collected the 3D data using a specially designed mobile platform 
composed of several sensors. 

 
Fig. 4.   (a–c) Schematic diagram of building a graph. The (a) diagram 

graph shows the observation 1s landmark m1, the (b) shows the 

constraints in the matrix form and presents robot motion from 1 

to 2. The (c) shows several steps later (65) 

3.2.2. Bundle adjustment 

It is a vision technology that aims to refine a visual reconstruc-
tion of the three-dimensional structure and parameters of the 
camera (pose and calibrations). The symbol ’bundles’ refers to 
rays of light leaving each 3D feature and converging on each 
camera centre. Then they are optimally ’adjusted’ concerning both 
the feature and the positions of the camera. The main idea is 
optimisation, usually based on the objective function (ML) Leven-
berg-Marquardt algorithm (72). The optimisation of the best pa-
rameters (camera and landmark positions) is achieved by reduc-
ing some cost functions that determine the fitting error and finding 
the optimal solution concerning both structure and camera varia-
tions. To perform optimisations, many approaches have been 
proposed (73)(74). 

In many works, the BA method is used in visual state-
estimation problems SLAM and Visual-Inertial Odometry. The 
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objective of the BA approach is to estimate the 6-DOF camera 
path and 3D map (3D point cloud) according to the tracks of the 
input feature. One of the disadvantages of this algorithm is that it 
is computationally heavy and cumbersome because, in the pro-
cess of optimisation, it takes all the variables at once. Second, 3D 
structure estimation needed a baseline sufficiently inherent in BA; 
the algorithm of SLAM will struggle in slow–motion periods or pure 
rotational motion. Melbouci et al. (75) proposed a method based 
on combining depth measurements and monocular visual infor-
mation in a cost function fully presented in pixels. The idea is to 
consider sparse depth information as an extra constraint in BA. 
Frost et al. (76) presented a technique for integrating scale data 
from object classes into monocular visual SLAM based on BA. In 
Schops et al. (77), one finds a description of a methodology 
named fast-direct BA formulation that can be applied in a real-time 
dense RGB-D SLAM approach. This results in the use of rich 
information in global optimisation, which obtains paths with great 
precision. Zhao et al. (78) proposed a novel, rigorous and efficient 
method called good graph. They used a BA-based V-SLAM back-

end to improve their cost efficiency. Their objective is to define 
graphs with small sizes to be improved in the phase of local BA 
using preservation conditions. Wang et al. (79) introduced the 
SLAM framework based on saliency and the backbone given by 
ORB-SLAM3 (80). They developed the salient BA based on the 
saliency map value that can make the salient feature fully play its 
value. A new SLAM system is proposed by Gonzalez et al. (81). It 
uses the semantic segmentation of objects and structures in the 
scene. The authors modified the classical BA formulation using 
geometrical priors to constrain each cluster, which allows for 
improving both camera localisation and reconstruction and ena-
bles a better understanding of the scene. Tanaka et al. (82) pro-
posed a learning-based BA based on a graph network. It replaces 
the standard Levenberg–Marquardt approach of BA with an algo-
rithm based on learning. The advantage here is that it runs very 
fast and can be applied instead of conventional optimisation-
based BA. Tab. 1 summarises the probabilistic methods by speci-
fying the type of algorithm adopted for each method and the year 
they appeared. 

Tab. 1. Probabilistic methods strengths and problems 

SLAM- probabilistic methods 

Methods Type Algorithm Year Comment 
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KF (13) 1986 
Strength: -Efficient convergence -Adapt to uncertainty -The mean must be known. 

Problem: -Gaussian restrictions -The issue with high-dimensional maps. 

-Association of data in large environments -First order Tylor expansion. 

-Vulnerable to linearisation errors. EKF (15) 1990 

CDKF (19) 2009 

Strength: -Approximate the non-linear model-solve the SLAM issue in the probabilistic state space 
-Reduction in the ambiguity for data association. 

Problem: -Calculate the mean and covariance. 

AKF (20) 2016 Strength: -Gain adjustment in real time-accurate-robust mapping. -Strong estimation for AKF-Unbiased 
estimation for AEKF. 

Problem: -High computational cost-Association data problem -Gaussian noise. 
AEKF (21) 2020 

U
ns

ce
nt

ed
 K

al
m

an
 

UKF (22) 2000 

Strength: -Dealing with non-linearities-Coping with uncertainty -Expansion of the second order Taylor. 

Problem: -It is necessary to know the mean and covariance -Assumes that the system is exactly 
understood and that disturbances are stationary Gaussian noises with known statistics. The covariance 

positive defines loss and its calculation amount is large. 

AUKF [27(25) 2019 
Strength: -Find the appropriate value for the scaling parameter and improve the estimate accuracy-

Accurate. 

RSLAM (23) 2016 
Strength: -Applied to non-linear systems with non-Gaussian noise -It is more flexible and adaptative  

-Has fewer limitations in real application. 

ISOUKF (26) 2022 Strength: -High precision-reduces computational cost  -Accuracy and efficiency. 

In
fo

rm
at

io
n 

IF (28) 
1979 

Strength: -Straightforward and easy to execute-Handle maps with high dimension. 

Problem: -Challenges when integrating maps-Issue with connection of data. EIF (29) 

SEIF (30) 2004 
Strength: -Representation of graphical grids. -Sparsification-constant computational cost. 

Problem: -Inadequate representation-Iterative and slow. 

ESEIF (31) 2007 Strength: -More consistent with leveraging parsed data. 

ISEIF (32) 2015 Strength: -Measurement update equations iteratively and adaptively. 

P
ar

tic
le

 fi
lte

r 

PF (35) 1996 
Strength: -Handles non-linearities -Handles with non-Gaussian noises. 

Problem: -Big complexity-Data Association. 

Rao-Blackwell 
PF (40) 

2000 

Strength: -Cost of calculation in logarithms-linearisation is not necessary-Accuracy. 

Problem: -Data association has a high cost-The landmarks’ information is limited. 

-Higer dimensional map. 

FastSLAM 
(43) 

2002 

2007 

Strength: -Higher accuracy-Path and landmark estimation 2007. 

-Does not necessary to linearise the robot’s motion and measurement models. 

-Its use in non-linear and non-Gaussian systems -FastSLAM2.0 more consistent computing cost-
FastSLAM2.0 linearises the non-linear model. 

Problem: -It must perform an independent data association -It is vulnerable to divergence.  
-It is computing cost increases significantly in noisy situations due to sparse maps  

-Universal consistency renders it unsuitable for long-term navigation in expansive situations.  
The derivation of the Jacobian matrices and the linear approximations of the non-linear functions. 

FastSLAM 2.0 
(45) 

2003 
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DP-SLAM 
(47)(48) 

2003 Strength: -Data storage. -It makes quick updates. 

L-SLAM (49) 2015 
Strength: -Uses small number of particles.-Better accuracy than FastSLAM. 

-Speed-Solve problems with high dimensions that have high complexity computational. 

LCPF (50) 2020 

Strength: -Improved loop detection .-Detects the useful information obtained from laser readings. 
- Improve the consistency. 

Problem: -The approach performs slowly since additional criteria are used to determine if a loop is 
reliable. 

ITUFastSLAM 
(52) 

2019 Strength: -Adjusts the state and observation noises online. 

UFastSLAM 
(51) 

2020 

Strength: -Solves the problem of particle degradation. -Uses the UT transformation to eliminate the Jacobian 
matrix.-Improves the assessment of the position estimation.-Avoids the accumulation of errors. 

Problem: -Reduces particle diversity throughout the particle resampling process. -The importance 
sampling is prohibited owing to covariance positive definite loss. 

IAUFastSLAM 
(53) 

2021 

Strength: -Ameliorates the low tracking accuracy. -Deals with the positive definite loss of covariance in UKF. 
-Predicts the covariance matrix. 

- Eliminates the error of the measurement model effectively. 

O
pt

im
iz

at
io

n 
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qu
e

 

 

T
he
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TreeMap (57) 2006 
Strength: -incremental optimisation approach-Update O.log N/ time. 

Problem: -Only provides a mean estimate 

TORO (56) 2008 

Strength: -Optimisation strategy based on SGD. - Robust under the poor first predictions. 

-Assumes that constraints have covariance matrices that are generally spherical. 

Problem: -ecovers fast from big mistakes but has delayed minimum convergence.  
-Only provides a mean estimate. 

HOGman (58) 2010 
Strength:- Incremental optimization approach via hierarchical pose graphs and lazy optimization. 

Problem: -Requires pose-graphs with full rank constraints. 

g2o (60) 2011 
Strength: -Flexible and readily adaptable SLAM optimization framework -It includes many optimisation 

methods and error routines. -External plugins are supported. 

iSAM2 (63) 2012 
Strength: -General incremental non-linear optimisation with variable elimination. -Sparsity is preserved by 

variable re-ordering. -Relinearization of specified variables on demand. 

GTSAM (61) 2012 

Strength: -Flexible optimisation framework for SLAM and SFM structure derived from motion. -Direct and 
iterative optimization approaches are used. -SAM, iSAM, and iSAM2 are all supported. 

-BA for Visual SLAM and SFM is implemented. 

SSA (64) 2012 
Strength: -Optimises both robot positions and proximity sensor data. -Estimates the smoothness of a 

surface. -Assumes the presence of a range sensor (e.g., laser scanner, Kinect, or similar). 

DCS (62) 2013 Strength: -Outliers are dealt with by optimising with a strong cost function included into g2o. 

SacViSLAM 
(63) 

2011 Strength: -For on-the-fly processing, it combines local bundle correction with sparse global optimization. 

LinearSLAM 
(66) 

2018 Strength: -Solves the problem of large scale. 

G-pose graph 
(68) 

2020 
Strength: -handling the complex Bayes factor graph. -It is robustness to outliers.  

-Adds a loop closure metric to handle outliers. 

CLP-SLAM 
(69) 

2020 Strength: -It uses complex numbers to solve SLAM based on a planar graph 

B
A

 

 
1999-

–
2023 

-The primary concept is optimization. 

-Based on the Levenberg –Marquardt algorithm’s objective function (ML). 

-The optimal parameters (camera and landmark locations) are optimised by lowering several cost functions 
that affect the fitting error. 

-Finds the best option in terms of structure and camera variations. 

-It is important to note that many SLAM methods developed after 2014 do not exclusively fall into the 
category of DL-based SLAM. Pose graph optimisation with BA remains a mainstream back-end algorithm. 

AKF, adaptive Kalman filter, AEKF, Extended Adaptive Kalman filter, UKF, unscented Kalman filter, AUKF,(24)(23)(23) adaptive unscented Kalman filter; BA, 
bundle adjustment; (25)(24)(24)CDKF(19)(18)(18), central difference Kalman filter; DCS, (62)(61)(61)dynamic covariance scaling; DL, deep learning; 
(47)(46)(46)EIF, extended information filter; EKF, extended Kalman filter; ESEIF(31)(30)(30), exactly sparse extended information; IAUFastSLAM, improved 
adaptive unscented FastSLAM; IF(28)(27)(27), information filter; iSAM, incremental Smoothing And Mapping; ISEIF, iterative sparse extended information 
filter; ISOUKF, improved Schmidt Orthogonal Unscented Kalman Filter; ITUFastSLAM, improved transformed unscented FastSLAM; (52)(51)(51)KF, Kalman 
filter; L-SLAM, low dimensionality SLAM; (23)(22)(22)RSLAM, robust SLAM; (63)(62)(62)SAM, smoothing and mapping; SEIF, sparse extended information 
filter; SFM, structure from motion; SGD, stochastic gradient descent(13)(13)(13); SLAM, simultaneous localisation and mapping; SSA, sparse surface 
adjustment; UFastSLAM, Unscented FastSLAM, distributed particle DP-SLAM. iterative closest point (ICP), G-pose graph optimisation, CPL-SALM Correct 
Planar Graph-Based SLAM. LCPF: A Particle Filter Lidar SLAM, HOGman, Hierarchical optimization on manifolds, GTSAM, Georgia Tech Smoothing and 
Mapping, DCS, Dynamic Covariance Scaling. 
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4. VISUAL SLAM AND RGB-D-SLAM 

4.1. Classical methods 

In theory, the method of visual localisation uses the theory of 
geometry mainly to estimate motion; it is based on the extraction 
of geometric constraints from images. It is based on elegant well-
established principles and is extensively studied. The VO algo-
rithms can be classified according to the type of image used: 
stereoscopic or monocular VO. Their processing techniques are 
based on feature direct and indirect methods, which are ‘appear-
ance-based’ and ‘feature-based’, respectively. 

4.1.1. Feature-based methods 

The first approach ‘feature-based’ or the indirect method is 
based on two steps: detecting and tracking a set of salient fea-
tures of the image, such as corners and lines, and following them 
in the following images. The calculation of the Euclidean distances 
of each element, the points between frames and the displacement 
and the velocity vectors by using detectors such as: Feature From 
Accelerated Segment Test (FAST) (83), Speeded Up Robust 
Features (SURF) (84), Binary Robust Independent Elementary 
Features (BRIEF) (85), Oriented Fast and Rotated BRIEF (ORB) 
(86), Harris and Stephens (87) detected the corners. The features 
are used to estimate the camera’s state and reconstruct the envi-
ronment. This technique is able to deal with large motions from 
frame to frame due to the distinctiveness of the features and is 
ideal to optimise the motion of the camera and the geometric 
structure; BA is suitable for its use. Camera tracking depends on 
the geometric feature error by reducing the Euclidean distances 
between the two corresponding sets of geometric primitives in 2D 
or 3D. The geometric errors are classified into three types: 2D 
point-to-point error, 3D point-to-point error and 3D point-to-plan 
error (88). Several techniques have been developed for this ap-
proach: 

MonoSLAM The first monocular V-SLAM was developed in 
2007 (89)(90). They were based on estimating simultaneously the 
movement of the camera in 6-DoF and the 3D positions of the 
characteristic points of an unknown environment by applying an 
EKF and representing them as a vector of state in EKF. The 
disadvantage of this approach is that the computational cost 
increases proportionally with the size of the environment. The 
algorithm of parallel tracking and mapping (PTAM) has been 
proposed to solve this problem (91)(92). The PTAM algorithm 
divided both tracking and mapping into different threads on the 
CPU, which are run in parallel, and therefore the computational 
cost is not affected. PTAM is the first algorithm that integrates a 
BA optimisation process into real-time V-SLAM algorithms with 
freed-up computing capacity.  

RGB-D-SLAM was proposed by Endres et al. (93). The ap-
proach created for SLAM is based on RGB cameras. This system 
enables it to handle challenging data in common indoor scenarios 
and is fast to work online. 

ORB-SLAM was designed by Mur-Artal et al. (94). It is an ex-
tension of the main ideas of PTAM algorithms: location recognition 
(95), scale-sensitive loop closure (96) and use of co-visibility 
information for large-scale operations (63), with some improve-
ments and novelties. Indeed, ORB-SLAM is a feature-based 
single SLAM system that operates in real–time; the third parallel 
phase is added to detect the loop closure [105(98). All these 

additions make the system efficient and reliable.  
ORB-SLAM2 was proposed by Mur-Artal and Tardos (99). It is 

an extension of the ORB-SLAM algorithm. It is suitable for mo-
nocular, RGB-D and stereo cameras and allows the reuse of 
maps, relocalisations and loop closing. In RGB-D results, the use 
of BA presents more precision than the methods of ICP or photo-
metric and depth error minimisation. In stereo SLAM, they used 
near and far stereo points and monocular observations; the re-
sults depicted a high accuracy compared to the direct method. It 
allows reusing the map with mapping disabled by using the light-
weight localisation mode. 

OpenVSLAM was proposed by Sumikura et al. (100). It is a 
visual SLAM framework; it corresponds to a monocular, stereo 
and RGBD visual SLAM system, which contains a basic SLAM 
algorithm. These modules allow creating local and global maps 
and store and load them.  

UcoSLAM was developed by Muñoz-Salinas and Medina-
Carnicer (101). It is a monocular V-SLAM system fusing natural 
and artificial features to have strong long-term tracking. This gives 
the system an advantage; it can initialise both markers and key 
points. It makes the real scale of the maps accessible as long as a 
marker is available. It can solve problems caused by repetitive 
environments, false relocalisations and loop-closures by using the 
markers. It is distinguished from ORB-SLAM2 in that it can load 
and store the generated maps. The main idea to combine the 
plane and edge features was proposed by Sun et al. (102), named 
plane-edge-Slam. This methodology estimates robust motion, 
which depends on constraint analysis and an adaptive weighting 
algorithm. 

4.1.2. Appearance-based methods 

The second technique, ‘appearance-based’ or the direct 
method, estimates camera movements directly using pixel-
intensity changes, usually photometric errors. The pixel selection 
can be all pixels (dense) or a sparse selection (sparse). The direct 
method eliminates feature extraction time at a cost that is much 
greater for optimisation problems than the feature-based method.  

DTAM: The first direct method is called ‘Dense Tracking and 
Mapping’ and was published by Newcombe et al. (103). It is a 
method for tracking and reconstructing images from live cameras. 
To monitor the dense camera, it records the full image with the 
intention of creating a dense 3D surface model and using it right 
away. This approach offers keyframe tracking based on the reduc-
tion of photometric errors but does not include the closure-
detection procedure or global optimisation. 

LSD-SLAM: Engel et al. (104) created the large-scale semi-
dense (LSD) SLAM. It uses the monocular camera VO technique. 
To estimate a semi-dense inverted depth map of the current 
frame, the primary idea is to use dense image alignment to track 
camera movement. The semi-dense VO was extended to the 
LSD-SLAM by Engel et al. (105). The recent advancements in this 
technique are based on a scale-aware image alignment algorithm 
to increase the similarity transform ξ ∈ sim(3) between two 
keyframes. It is a monocular SLAM system that seeks to preserve 
and track the global map of the environment. The authors propose 
a new direct tracking method that allows for detecting and explain-
ing scale drift. They developed a probabilistic method for the 
fusion of noisy depth estimation with tracking. In 2015, Engel et al. 
(106),(107) used LSD-SLAM with stereo cameras and omnidirec-
tional cameras. 
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SVO ' semi-direct visual odometry’: It is a reliable semi-direct 
monocular VO algorithm, proposed by Forster et al. (108). They 
used a probability mapping method that explicitly models external 
observations to estimate the 3D points, which results in fewer 
outliers and more accurate points. 

DSO ‘direct sparse odometry’ was created by Engel et al. 
(109). It aims to combine a model that minimises optical error (full 
direct probabilistic) and optimisation for all model parameters 
represented by the intrinsic camera, extrinsic camera and inverse 
depth value. It is based on continuous photometric error optimisa-
tion over a window of recent frames, accounting for the model of a 
photometrically calibrated image. Gao et al. (110) proposed the 
LDSO, which is a development of the DSO that adds closing loop 
detection and pose-graph optimisation. They used a conventional 
feature called bag-of-words (BoWs) to inject the feature points into 
the loop closure (95). Another extension of DSO, called dynamic-
DSO is proposed by Sheng et al. (111). It is a semantic direct VO 
of monocular vision using DL in the process of semantic-image 
segmentation. They applied CNNs to the original RGB image to 
extract the pixel-level semantic information of dynamic objects. 

KinectFusion was introduced as a real-time mapping system 
in complex conditions and changing lighting by using a moving 
depth-camera called ‘hand-held Kinect’ and commodity graphics 
hardware (112). The obtained current sensor position tracks the 
live depth frame relative to the global model by applying an itera-
tive nearest point (ICP) algorithm. 

RGB-DTAM developed by Concha and Civera (113) intro-
duced a direct RGB-D SLAM system with the ability to close the 
loop and reuse the map. With advanced technology, the approach 
allows accuracy and durability at a low cost. The inclusion of 
multiple RGB visibility limitations in thread tracking and mapping is 
the technique’s key innovation. Extending the RGB-D sensor 
range, using high-parallel setups, and adding distant locations to 
the map all improve estimation accuracy. 

ID-RGBDO proposed by Fontán et al. (114) aims to achieve 
great accuracy in calculating the direct speed of RGB-D with 
minimal losses. Therefore, they introduced new, efficient infor-
mation to determine the most informative measurements in BA 
and position-tracking optimisations. 

4.1.3. Semi-direct 

Another highly popular approach is called semi-direct; it com-
bines the benefits of the two methods mentioned above as well as 
the success aspects of the feature-based process, such as track-
ing numerous features, parallel tracking and mapping, with the 
accuracy and speed of direct methods. 

CPA-SLAM was developed by Ma et al. (115). This technique 
combines frame-to-keyframe and frame-to-plane data. It is co-
optimised with alignment constraints between keyframes for glob-
al consistency. This technique creates a global model that ena-
bles position estimation. A world map is made by segmenting the 
RGB-D picture planes using the ‘agglomerative hierarchical clus-
tering’ method and an information association rule. The CPA-
SLAM technique provides a photometric residual, a point-to-point 
residual and a plane-to-plane residual, which use the EM frame to 
minimise jointly to estimate the camera position. 

BundleFusion proposed by Haque et al. (116) is a global 
pose-optimisation framework, the parallelisable sparse-then-
dense. It is a method that accomplishes robust tracking while 
performing online real-time 3D reconstruction. Additionally, by 

improving the path globally for each frame retrieved, the loop-
closure problem is solved. 

KDP-SLAM 'keyframe-based dense planar SLAM’ was pro-
posed by Hsiao et al. (117). To estimate odometry, they used a 
fast dense approach. The depth values from small baseline imag-
es are combined in a local map to build dense 3D structures and 
extract planes. Then they used the method of incremental 
smoothing and mapping (iSAM) to optimise the positions of 
keyframes and landmark planes. 

FSD-SLAM  ' fast semi-direct SLAM‘ was created by Dong et 
al. (118). This method’s goal is to combine the feature point ap-
proach with a direct way to estimate and enhance the system’s 
accuracy in a setting with few visual elements and little texture. 
Based on the sub-graph, a reliable feature point-extraction tech-
nique was selected. They suggested a reliable technique based 
on apparent shape-weighted fusion to determine the camera’s 
position. The incremental dynamic covariance scaling (DCS) 
approach reduces the inaccuracy in calculating the camera loca-
tion. They suggested a face element model based on the im-
proved camera position to obtain a flawless 3D point cloud map 
as well as estimate and integrate the point cloud pose. Tab. 2 
summarises all these techniques in the order present in the text.  

4.2. Visual-inertial odometry (VIO) methods 

The combination of an IMU and a VO system is the foundation 
of the VIO technique. The fundamental concept is to combine 
visual data with inertial measures to produce a more accurate and 
effective measurement. IMU is characterised by strength in certain 
situations, such as speed motion, textureless and lighting chang-
es. Therefore, IMUs are used because they provide reliable infor-
mation that we can use instead of visual information, or they add 
information in typical cases. 

VIO systems may be classified into two primary streams: 
loosely coupled and tightly coupled techniques, based on directly 
or indirectly fused readings from sensors. In loosely coupled 
techniques, pictures and IMU measurements are processed by 
two estimators that estimate relative motion independently. The 
final result is obtained by fusing the estimates from the two esti-
mators. Tightly coupled techniques combine raw data from the 
camera and IMU directly into one estimator to find optimum esti-
mates. Tightly connected techniques are often more accurate and 
resilient than weakly coupled approaches. 

ROVIO is presented by Bloesch et al. (119) as a monocular 
VIO method. It uses the errors of pixel intensity from image patch-
es, which gives accurate and robust tracking. After detection, the 
multi-level correction feature tracking is based on a basic EKF by 
directly using the errors of intensity. 

MSCKF-VIO stands for multi-state constraint KF used in ste-
reo VIO without GPU. It was proposed by  Sun et al. (120) as an 
approach that proved its accuracy, efficiency and durability com-
pared to other algorithms. This method uses the multi-state KF, 
which was developed by Mourikis and Roumeliotis (121). It is 
used in stereo VIO without a GPU. 

OKVIS ‘Open keyframe-based visual inertial SLAM’ is provid-
ed by Leutenegger et al. (122). It is a tightly coupled framework 
presented as a combination of both inertial measurements and 
image key points. The goal is to form keyframes in the problem of 
non-linear optimisation that uses linearity and marginalisation. 

Maplab was developed by Schneider et al. (123). It is a plat-
form written in the C++ language for visual-inertial mapping. It is a 
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system ready for planning and visual localisation and offers re-
searchers a set of tools for multi-session mapping that allow map 

merging, loop closure and inertial batch optimisation. 

Tab. 2. Comparison of visual SLAM methods 

V-SLAM 
methods 

Name Year 
Camera 
Model 

Back-End Mapping Relocalisation Loop-closure 

F
ea

tu
re

-B
as

ed
 

Mono-SLAM (89), (90) 2007 Monocular Filter-based Sparse No No 

PTAM (91) 2007 Monocular Optimisation Sparse No No 

RGB-D-SLAM (93) 2012 RGB Optimisation Dense No Yes 

ORB-SLAM (94) 2015 All types Optimisation Sparse Yes Yes 

ORB-SLAM2 (99) 2017 All types Optimisation Sparse Yes Yes 

OpenVSLAM (100) 2019 All types Optimisation Sparse Yes Yes 

UcoSLAM (101) 2019 All types Optimisation Sparse Yes Yes 

A
pp

ea
ra

nc
e-

B
as

ed
 

DTAM (103) 2011 Monocular - Dense No No 

LSD-SLAM (104) 2014 Monocular Optimisation Semi-Dense Yes Yes 

SVO (108) 2014 Monocular - Sparse No No 

DSO (109) 2017 Monocular - Semi-Dense No No 

LDSO (110) 2018 Monocular Optimisation Semi-Dense Yes Yes 

Dynamic-DSO(111) 2020 Monocular Optimisation Semi-Dense No No 

KinectFusion (112) 2011 RGB-D - Dense No No 

RGB-DTAM (113) 2017 RGB-D - Semi-Dense No No 

ID-RGBDO (114) 2020 RGB-D - - No No 

S
em

i- 

D
ire

ct
 

CPA-SLAM (115) 2016 RGB-D Optimisation Dense No Yes 

KDP-SLAM (117) 2017 RGB-D Optimisation Dense No Yes 

BundleFusion (116) 2022 RGB-D Optimisation Dense Yes Yes 

FSD-SLAM (118) 2022 All type Optimisation - No Yes 

DSO, direct sparse odometry; FSD-SLAM, Fast Semi-Direct SLAM; LSD, large-scale semi-dense; ORB, oriented fast and rotated BRIEF; PTAM, parallel 
tracking and mapping; SLAM, simultaneous localization and mapping, Mono-SLAM, monocular Visual SLAM, RGB-D-SLAM, Red-Green-Blue-Depth-SLAM, 
DTAM, Dense Tracking and Mapping, LSD-SLAM, large-scale semi-dense (LSD) SLAM,SVO semi-direct visual odometry, DSO, direct sparse odometry, 
LDSO: Direct Sparse Odometry with Loop Closure ,KDP-SLAM,'keyframe-based dense planar SLAM, ID-RGBDO, Information-Driven Direct RGB-D 

Odometry, FSD-SLAM, fast semi-direct SLAM, CPA-SLAM, Consistent Plane-Model Alignment, KDP, Keyframe-based dense planar SLAM. 

 
ICE-BA stands for incremental, consistent and efficient bundle 

adjustment developed by Liu et al. (124). It gives a solution accu-
rately and efficiently compared to traditional solutions. It used a 
larger number of measurements to achieve higher robustness and 
accuracy. It is based on solving the global consistency problem to 
ensure the minimisation of the reprojection function and inertial 
constraint function during loop closure.  

SVOGTSAM was proposed by Forster et al. (125) as a pro-
gram that aims to develop a new theory for the pre-integration 
stage. It deals with the multiple structures of the rotation group. It 
operates on the generative scaling model in addition to the nature 
of the rotation noise and determines the expression for the maxi-
mum post-state estimator. It integrates the IMU model into an 
inertial pipeline under the unified factor graphics framework. 
Therefore, it is allowed to use the method of incremental-
smoothing and the use of a structureless model for visual meas-
urement, which increases computation speed by avoiding optimi-
zation via 3D points.  

VI-DSO ‘direct sparse visual-inertial odometry’ is an extension 
of DSO that uses inertial information developed by Von Stumberg 
et al. (126). The objective of this algorithm is to find the position of 
the camera and sparse scene geometry by reducing an energy 
function that combines the photometric and IMU measurement 
errors. They used the ‘dynamic marginalization’ approach in order 
to achieve marginalisation adaptively.  

VINS-Mono ‘A monocular visual inertial system’ is presented 
by Qin et al. (127). It is a robust and versatile approach based on 
a low-cost IMU and a single camera to determine the 6 degrees of 

freedom state of the system. The main contributions of this ap-
proach presented are a high-precision VIO measurement obtained 
by integrating IMU measurements and feature observations using 
a tightly correlated non-linear optimisation-based method. Inte-
grating the module of loop detection with a tightly coupled formula 
that allows relocalisations with minimal computational cost to 
achieve global consistency, they optimised the pose graph for four 
degrees of freedom. This algorithm has been further developed in 
many research papers (128)(129).  

PL-VIO, which is an acronym for point-line-visual inertial 
odometry, was proposed by He et al. (130). It is a strongly con-
nected point-and-line-based monocular VIO system. Compared to 
dot features, lines provide more information about the environ-
ment’s geometric structure. To determine the representative 
pressure of a 3D spatial line and the ease of calculation, Plucker 
coordinates and an orthogonal representation of the line are both 
employed. States are optimised by lowering a cost function, owing 
to the tightly and effectively integrated information between IMU 
and optical sensors. 

Trifo-VIO (Trifo visual inertial odometry) proposed by Zheng et 
al. (131) utilised points and lines in a stereo VIO system with 
tightly coupled filtering. They create a novel technique for closing 
loops based on light filtering developed as EKF updates, which 
correctly repositions the sliding window now in use and keeps the 
filter active to detect loops. They make use of IMU data from the 
Trifo ironsides sensor, stereo camera data and the Trifo Ironsides 
dataset. 

Co-Planar parametrisation for stereo-SLAM and VIO pipeline 
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was proposed by Li et al. (132). By creating efficient and reliable 
parameters for co-planar points and lines that make use of par-
ticular geometrical restrictions, this method intends to increase the 
camera positioning’s efficiency and accuracy. The pipeline com-
prises extracting 2D points and lines, forecasting planar areas 
with random-sample consensus (RANSAC) and outlier filtering. 
Two steps are used in the detection of RGB images: robust outlier 
filtering and the deployment of a NN for planar segmentation. 
They employ the smaller and more sparsely distributed Hessian 
matrix, which optimises BA, to determine new parameters for 
points and coplanar lines to unify the parameters. 

Mesh-VIO (133). They devised a method for building a 3D 
mesh progressively by limiting its extent to the time horizon of VIO 
optimisation in order to get a representation of the topology of the 
environment. The 3D mesh offers a richer and lighter model that 
seeks to identify and enforce structural regularities in the optimisa-
tion problem. 

ORB-SLAM3 (80). It is a comprehensive system that uses 
monocular, RGB-D and stereo cameras to perform visual SLAM, 
visual-inertial SLAM and multi-map SLAM. It is a visual-inertial 
SLAM system that utilises the maximum-a-posteriori (MAP) esti-
mation method. In both large and small environments, indoors and 
outdoors, it has a reliable real-time result. Additionally, it has an 
accuracy that is 2 to 10 times better than earlier techniques. It is a 
multi-map system built on a cutting-edge method for position 
identification with better recall. The outcomes demonstrate the 
precision and reliability of the ORB-SLAM3 system. 

HybVIO (134) is a hybrid approach that combines optimisa-
tion-based SLAM and filter-based inertial optical measurement 
(VIO) to estimate ego-motion. The contributions of this strategy 
include the development of a probabilistic inertial visual odometry 
(PIVO) methodology that can be used for monocular or stereo 
applications; the modelisation of the IMU bias in PIVO using the 
Ornstein–Uhlenbeck random walk approach and using improved 
and derived mechanisms for aberration detection, stability detec-
tion and feature path selection that take advantage of the special 
characteristics of the probabilistic framework. In real-time, this 

technology offers exceptional performance. Tab. 3 summarises 
the VIO methods in the order present in the text.  

5. SLAM DL METHODS 

A branch of machine learning called DL is based on artificial 
NNs. It has more than two layers built on algorithms that can be 
trained to process nonlinear data (Fig. 5). The learning field is 
characterised by supervised methods and unsupervised ways of 
learning. CNNs, recurrent neural networks (RNNs) and other 
designs are used in DL for a variety of tasks. The training process 
in the supervised learning method requires supervision and la-
belled data. Its objective is to train the model so that, given fresh 
data, it can forecast the outcome. An unsupervised learning 
method uses unlabelled data without the need for supervision 
during training. Their main objective is to find hidden patterns and 
useful insights from the unknown dataset. 

 
Fig. 5. DL architecture 

Numerous papers filed by researchers in the SLAM field have 
combined DL with visual SLAM to address issues and create 
algorithms. This section outlines the applications of DL across 
several SLAM components. 

 
Tab. 3. Comparison of VIO methods 

Name Year 
Back-End-
Approach 

Camera Type Fusion Type Mapping Loop closing Relocalization 

OKVIS (122) 2014 Optimisation-base Monocular Tightly coupled Sparse No No 

ROVIO (119) 2015 Filtering based Monocular Tightly coupled Sparse No No 

MSCKF-VIO (120) 2018 Filtering based Monocular/stereo Tightly coupled Sparse No No 

SVOGTSAM (125) 2017 Optimisation-base Monocular Tightly coupled - No No 

Maplab (123) 2018 Filtering based Monocular Tightly coupled Dense Yes No 

ICE-BA (124) 2018 Optimisation-base - - - Yes No 

VI-DSO (126) 2018 Optimisation-base Monocular Tightly coupled Sparse No No 

VINS-Mono (127) 2018 Optimisation-base Monocular Tightly coupled Sparse Yes Yes 

PL-VIO (130) 2018 Optimisation-base Monocular Tightly coupled - No No 

Trif-VIO (131) 2018 Filtering based Stereo Tightly coupled - Yes No 

Co-Planar (132) 2020 Optimisation-base Stereo Tightly coupled Dense No No 

Mesh-VIO (133) 2019 Optimisation-base Stereo Tightly coupled Dense No No 

ORB-SLAM3 (80) 2021 Optimisation-base All - Sparse Yes Yes 

HybVIO (134) 2022 Optimisation-base Monocular/stereo Loosely coupled Sparse Yes No 

ROVIO, Robust visual inertial odometry; ICE-BA, innovation covariance estimation-bundle adjustment; Mesh-VIO, MSCKF-VIO, multi-state constraint 
Kalman filter-visual-inertial odometry; OKVIS, open Keyframe-based visual inertial SLAM; ORB, oriented fast and rotated BRIEF; SLAM, simultaneous 
localisation and mapping; Trifo-VIO, Trifo visual inertial odometry; VIO, visual–inertial odometry; VI-DSO, direct sparse visual-inertial odometry; PL-VIO, 
point-line-visual inertial odometry; VINS-Mono, A Robust and Versatile Monocular Visual-Inertial State Estimator; HybVIO, hybrid visual–inertial odometry.
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5.1. Initialisation 

One of the most crucial deficiencies is the inability to estimate 
scale and determine depth during the initialisation phase of mo-
nocular visual SLAM. The issue of depth has been addressed in a 
number of works, some of which include optical flow, ego-motion, 
scale ambiguity and drift based on DL. We mention some of the 
most important works : ADAADepth (135), CNN-SLAM (136), 
Code-SLAM (137), DeepVO (138), UnDeepVO (139), D3VO 
(140), GeoNet (141), L-VO (142) and Un-L of depth (143). 

The algorithm for creating the depth and disparity map in ste-
reovision consists of four steps: feature extraction, feature match-
ing across pictures, computation of disparity and disparity refining 
and post-processing. Researchers concentrated on estimating 
these stages using DL techniques. The primary goal of DL in 
stereo matching is to substitute learned features for manually 
specified characteristics: (144)(145). Mayer et al. (146) used DL to 
estimate the disparity, scene flow and optical flow. The works that 
have been done in Refs (147)(148) used DL to estimate the depth 
for disparity maps. Song et al. (149) suggested a technique end-
to-end that allows to predict the edge map and disparity. 

5.2. The front-end enhanced by DL 

The two key components of this step are feature point extrac-
tion from the successive photographs and VO. The feature points 
enable the estimation of the camera movement alone without 
taking into account the entire map. The three-dimensional pose 
translation and three-dimensional pose rotation make up the 
estimation of the 6-DoF motion state. This motion estimation is 
applied to feature points throughout the tracking task using a 
RANSAC-based matching procedure. To estimate the homogene-
ous transformation between frames, as well as to ascertain the 
camera’s present location and the environmental characteristics, 
matching is used. 

Shao et al. (150) created a faster region-based convolutional 
neural network (Faster-R-CNN)-based semantic filter to address 
the issue of outliers in RANSAC-based F-matrix calculations. The 
semantic filter’s training phase relies on semantic patches created 
by inliers, which enables various picture regions to define various 
semantic labels. The approach improves and increases the preci-
sion of F matrix calculations. 

Zhang et al. (151) focused on the use of visual semantic in-
formation in the problem of camera localisation. They suggested a 
coarse-to-fine strategy in the visual localisation method and creat-
ed a visual semantic database based on a deep-learning algo-
rithm. 

The approach based on integrating DL and machine learning 
with 2D-SLAM grid maps was proposed by Lin et al. (152) to 
estimate 2D object segmentation, feature extraction and pattern 
identification. DL is used by Wang et al. (153) to complete mo-
nocular VO in a comprehensive manner. The stances are calcu-
lated based on the actual scene. Deep neural networks (DNNs) 
understand the intricate dynamic motion of image sequences to 
do sequence-to-sequence posture estimation. By combining the 
RGB-D SLAM with optical flow-based feature tracking, Li et al. 
(154) improved the SLAM algorithm. To achieve the function of 
object detection, they combined 101 layers of deep residual net-
works (ResNet) with region-based fully convolutional networks (R-
FCN). 

 

V-SLAM-CNN (155): Current systems combine DL to auto-
mate surgical instrument and workflow identification in order to 
decrease surgical problems and ensure correct performance. In 
this study, visual SLAM and Mask R-CNN are combined. They 
employ V-SLAM for object detection, drawing on geometry data 
for area recommendations and CNN for object recognition, classi-
fying images using semantic data, and combining these tech-
niques into a single end-to-end training assignment. They are 
based on visual characteristics and spatiotemporal data gathered 
from video. By substituting a region proposal module (RPM) for 
the region proposal network (RPN) in mask R-CNN, bounding 
boxes are placed precisely, and the need for annotations is de-
creased. DVS-SLAM: A visual semantic map in a dynamic situa-
tion is called a dynamic visual semantic SLAM (156). They em-
ployed SSD-MobileNetV2 lightweight DL to obtain the 2D data. 

Some studies use supervised or unsupervised learning tech-
niques to estimate the absolute 6-DoF posture or the relative 
transformation matrix when implementing an end-to-end VO 
system. The deep convolutional generative adversarial networks 
(GANs)-based unsupervised learning framework GANVO (157) 
predicts 6-DoF posture camera motion and a monocular depth 
map of the scene from unlabelled RGB image sequences. A 
supervised monocular VO system is called DL_Hybrid (158). It is 
based on recovering camera trajectory and estimating 6-Dof 
posture frame-by-frame. First, they concentrate on the DL_Hybrid 
VO system overview. The dense optical flow map between picture 
frame pairs is then estimated using a DL NN called 
DenseFlowNetwork, and the dense depth map per-frame is ex-
tracted using a different DL NN called DenseDepthNetwork. Final-
ly, the true monocular scale-estimation methodology is applied 
frame-by-frame as we describe the hybrid 2d–2d and 3d–2d 
posture-estimation approach paired with optical flow map and 
depth map. 

Liang et al.’s (159) successful direct sparse VO approach is 
called SalientDSO. It blends DSO with semantic data in the form 
of visual saliency. SalientDSO is based on a deep-learning visual 
saliency and scene-analysis method that selects a feature for 
accurate and reliable VO. Their contributions help to present a 
framework of indoor VO in which the features are selected based 
on a visual saliency map. The authors suggested a method for 
filtering the saliency map based on scene parsing. A DL technique 
called GCNv2, which is an extension of the ‘Geometric Corre-
spondence Network’, depends on a network created by Tang et 
al. (160) to identify the salient features and descriptors. A binary 
descriptor vector serves as the ORB feature in GCNv2. In addition 
to having more computational efficiency than GCN, GCNv2 also 
maintains accuracy levels comparable to GCN, which results in 
observable advancements in movement estimation. They used 
feature vector binaries in the training phase, which significantly 
accelerated matching. 

SuperPoint (161), a self-supervised system for training to de-
tect and describe interest points for the issues of a large number 
of multiple-view geometries, is used to identify and describe points 
of interest. A complete CNN is the SuperPoint. It operates on full-
size images, producing the interest point detection with fixed-
length descriptions in a single forward pass Kwang. et al.’s 
‘Learned Invariant Feature Transform’ (LIFT) was proposed (162). 
The detector, orientation estimator and descriptor are the three 
CNNs-based components that make up this system. 

SIVO(semantically informed visual odometry and mapping) 
(163) is founded on a system that chooses which feature to use 
for V-SLAM. It incorporates NN uncertainty and semantic segmen-
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tation into the feature-selection procedure. Since the new feature 
is added with feature entropy classification from the Bayesian NN, 
the approach finds the spots offering the biggest Shannon entropy 
drop between the entropy of the current state and the entropy of 
the shared state. 

To extract the binary visual feature descriptors with triplet loss, 
even distribution loss, correlation loss and quantisation loss, Gu et 
al. (164) created the DBLD-SLAM ’deep binary local descriptor'. 
They create a CNN model with four fundamental loss functions to 
extract binary visual feature descriptors from picture patches: 
adaptive scale loss, even distribution loss, quantisation loss and 
correlation loss.  

Based on this learned deep binary feature descriptor, which 
has the same structure as the ORB descriptor, a monocular SLAM 
system called DBLD-SLAM is built, with the ORB descriptor re-
placed by conventional ORB-SLAM. They also train Bag of Words 
to recognise loop closures visually. 

The foundation of ORBDeepOdometry (165) is a method for 
integrating DL with pipeline methodology to tackle the monocular 
VO problem. It models sequential data by stacking multiple deep 
LSTMs, feature extraction ORB and dimensionality reduction 
based on CNN. 

It was suggested to use the ‘Criss-Cross Network’ (CCNet) 
(166) to obtain contextual information for the entire image. It is 
developed by utilising the criss-cross recurrent attention module to 
get the best results in benchmarks dependent on segmentation, 
such as Cityscapes, ADE20K and COCO. A general framework 
called MonoGRNet (167) is used to learn how to detect monocular 
3D objects based on geometric reasoning, the observable 2D 
projection and the depth dimension that is not being seen. This 

method splits the job into four smaller tasks – 2D object identifica-
tion, instance-level depth estimation, projection 3D centre estima-
tion and local corner regression – and uses the network to per-
form each of them simultaneously.  

Tab. 4 summarises the front-end methods enhanced by DL in 
the order they appeared in the text.  

5.3. Back-end enhanced by deep learning 

This step aims to enhance this estimation through tasks in-
volving localisation, optimisation and loop closure. 

5.3.1. Optimisation 

The global optimisation process aims to maintain the geomet-
ric consistency of the full map. It has been made for localisation 
and mapping tasks. 

To estimate the motion, the sequence-to-sequence learning 
algorithm VINet (168) was developed. It is supported by optical 
and inertial sensors. For the VIO, it is an end-to-end system that is 
completely trainable. The authors suggested a method for training 
the architecture’s parameters as well as a design for recurrent 
networks.  

A brand-new frame-to-frame estimation technique called 
Deep_VO (169) makes use of CNN to forecast camera motion. 
The best visual feature and the best estimator for visual ego-
motion estimation are both learned using the CNN architecture. 

Tab. 4. Comparison of front-end methods 

Name Year Architecture/method Main contribution 

LIFT (162) 2016 -CNNs -Learning invariant features 

Faster-R-CNN (150) 2020 
-CNN 

-Semantic filter 
-It solves the outlier problem in F-Matrix computations based RANSAC. 

A 3D Semantic 
Visual SLAM (156) 

2021 

- Mask R-CNN/MySQL 

- It creates a semantic database 
based on the information contained 

in the object. 

-It is beneficial for localisation. 

-The accuracy and efficiency of the localisation. 

V-SLAM-CNN (155) 2022 

- Mask R-CNN. 

- It combines the greatest features 
of both worlds, such as (1) object 
detection using vSLAM and (2) 

CNN for identifying objects. 

-Spatio-temporal information. 

-Concentrating on geometric data for suggested regions. 

-Concentrating on semantic data for picture classification and merging them 
into a single, collaborative, end-to-end training procedure. 

DVS-SLAM (156) 2021 

-Multi-view geometry and region 
growing algorithm. 

-SSD-MobileNetV2 lightweight DL. 

-Colour bumpy supervoxel 
clustering algorithm. 

-Creating a visual semantic map. 

Removing dynamic feature points will improve localisation accuracy. 

-Get 2D data. 

-Achieve the extraction of 3D target information. 

GANVO (157) 2019 
-unsupervised learning framework. 

-GANs 
-Predicts 6-DoF pose camera motion and camera depth. 

DL_Hybrid (158) 2021 

-Hybrid 2D–2D and 3D–2D 
localisation theory. 

-DNN ’DenseDepthNetwork’ 

-DFN ‘DenseFlowNetwor’ 

 

-One-frame-at-a-time estimation of a six-degree-of-freedom pose and camera 
trajectory recovery are possible. 

-Accurate key points extracted from each frame even in harsh scene 
conditions, and the system performs well even in situations where motion is 

restricted to the camera, such as when it is rotating or stationary. 

-Large-scale displacement motion of the camera is also a possibility. 

SalientDSO (159) 2019 
-High semantic information 

-CNNs+VO 

-Drive feature selection for visual saliency. 

-Offers a technique for saliency map filtering depending on scene parsing. 
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GCNv2 (160) 2019 

-Geometric Correspondence 
Network 

-Incorporates feature vector 
binarisation into training. 

-Offering remarkable gains in motion estimation compared to similar DL-based 
feature extraction algorithms, while dramatically lowering inference time. 

-The matching is substantially accelerated. 

Superpoint (161) 2018 

-FCN 

-Homographic adaptation 

-Multi-scale 

-Multi-homograph approach. 

-Self-supervised interest features. 

-A deep SLAM frontend. 

-Designed for real time. 

SIVO (163) 2019 -BNN -Allow for long-term localisation 

DBLD-SLAM (170) 2021 -CNN 

-Using four important loss functions, extract binary visual feature descriptors 
from picture patches. 

-Train Bag of Words to recognise loop closures visually. 

ORBDeepOdometry 
(165) 

2019 -CNN 
-For modelling the sequential data, the authors propose using an ORB-based 
feature extractor, CNN-based dimensionality reduction, and stacking several 

deep LSTMs. 

CCNet (166) 2019 -Mask R-CNN+ResNet-101 -Acquiring such contextual information in a more efficient and effective manner. 

MonoGRNet (167) 2021 
-End-to-End network +Joint 

geometric loss 
-Detecting 3D objects in monocular pictures. 

Faster-R-CNN, faster region-based convolutional neural network; DNNs, Deep neural networks ; R-FCN, region-based fully convolutional networks ; CCNet, 
criss-cross network; CNN, convolutional neural network; DL, deep learning; DNN, deep neural network; DVS, dynamic visual semantic SLAM ; Faster-R-
CNN, faster region-based convolutional neural network; RPM, region proposal module;  RPN, region proposal network; FCN, fully convolutional network; 
GANs, generative adversarial networks; LIFT, learned invariant feature transform; LSTM, long-short term memory; ORB, oriented fast and rotated BRIEF; 
RANSAC, random-sample consensus; SIVO, semantically informed visual odometry; SLAM, simultaneous localisation and mapping; GANVO, generative 
adversarial networks visual odometry; DL_Hybrid, deep learning Hybrid; GCNv2 ,Geometric Correspondence Network; DBLD-SLAM, deep binary local 
descriptor; CCNet ,Criss-Cross Network; MonoGRNet, monocular geometric reasoning netwoek, SalientDSO, Salient Direct Sparse Odometry 

 
A NN that is cognizant of geometry is SFM-Net (171), a DL 

technique that is self-supervised and works with videos to gauge 
motion. Scenes, object depth, camera motion and 3D object 
translations and rotations are the categories used to categorise 
frame-to-frame pixel motion. The program makes predictions 
about object motion, depth and masks. 

The Konda approach (172) was used to predict the direction 
and velocity changes from visual input using an end-to-end DL 
architecture. Based on learning rules and a single computational 
model, the extraction of depth from visual motion and information 
from odometry are both possible. 

DeepVO (173) is a monocular VO that makes use of a cutting-
edge end-to-end architecture and a deep recurrent convolutional 
neural network. The primary goal is to directly predict portions 
from raw RGB images. To restore the absolute scale, no prereq-
uisite information or criteria are required. The RCNN architecture 
enables the DL-based VO technique to be generalised to entirely 
new contexts by using the representation of the geometric fea-
tures learned via the CNN. Deep recurrent neural networks 
(DRNNs) are used to automatically learn the complex motion 
dynamics of image sequences. Tab. 5 summarises optimisation 
methods by DL in the order they appear in the text.  

5.3.2. Relocalisation 

When tracking is unsuccessful, the task of relocalisation seeks 
to increase the accuracy of the camera posture. In this part, we 
outline some DL-based research projects that try to solve this 
issue. 

VidLoc (174): It is a recurrent model that tries to reduce pose 
estimate error and accomplish 6-Dof localisation of video. The  

authors created a spatio-temporal model for global localisation 
and utilised CNN to predict the scene coordinates. A technique for 
calculating the instantaneous covariances of position estimations 
of the input RGB-D picture was implemented into their network. 

YOLO (175): It is a method that enhances relocalisation 
through the use of semantic data. It presents the object ‘YOLO’ as 
an array and classifies it using a DL NN using high-level features. 
This array makes it possible to reject weak candidates and short-
en the computation time for the relocalisation tasks. 

The research conducted on indoor relocalisation entitled Dual-
Stream-CNN (176). It seeks to offer a dual stream CNN-based 
indoor relocalisation system that takes both colour and depth 
images as inputs. The suggested technique effectively illustrated 
the system’s robustness in difficult circumstances like large-scale, 
dynamic, fast-moving and nighttime settings. 

Outlier-aware neural tree (177): It is a brand-new outlier-
aware neural tree that links decision trees and DL techniques. It 
uses only stable and secure regions of the surroundings to estab-
lish point correspondences for an accurate estimation of camera 
position. The approach also has decision trees’ broad framework 
characteristics. It is built around three main sections: a hierar-
chical space section over the indoor scene to create a decision 
tree; a deep classification network used to better comprehend the 
3D scene and an outlier rejection module used to filter dynamic 
points during the hierarchical routing process. 

SIR-NET (178): The CNN is used by the authors to build a 
framework for relocalisation. It can be trained end-to-end and is 
unaffected by the environment. Using the backpropagation of 
relocalisation faults to both processes enhances retrieval and 
matching to have the best accuracy in relocation. By selecting 
pixels based on uncertainty, they can accelerate the unit-matching 
inference without compromising the accuracy of relocation. 

LSTMFCN (long-short term memory fully convolutional net-
work) (179): The research was designed to compare two DL-
based algorithms to address the issue of single-picture relocalisa-
tion. The first uses a DNN end-to-end to directly understand the 
relationship between an image’s position and its mapping. The 
LSTMFCN algorithm is the second. The LSTMFCN method is 
distinguished by a much larger receiving range, which avoids the 
problem of aperture and makes it robust to partial blockages and 
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moving objects. It is composed of a fully convolutional network 
(FCN) that performs feature extraction and a long-short term 
memory (LSTM) that is a pooling layer to group information across 
the image. 

xyzNet (180) is a light CNN. It is a hybrid technique; to relocal-
ise the camera pose from a single RGB image, the researchers 

merged the geometric method with the machine learning method. 
The most precise camera position calculation is provided by the 
geometric information about 2D–3D correspondences, which also 
eliminates uncertain predictions. Tab. 6 summarises relocalisation 
methods by DL in the order appearing in the text. 

Tab. 5. The optimisation methods of DL SLAM 

Name Year Architecture/method Main contribution 

Konda Approach 
(172) 

2015 -End-to-End + DL -Using VO, predict velocity and direction. 

Deep_VO (169) 2016 -CNN -Estimate scale and motion robustly 

SFM-Net [194] 2017 -Self-supervised GNN 
-A DNN that predicts pixel-wise depth from a single frame as well as camera motion, 

object motion and object masks from a pair of frames. 

VINet (168) 2017 
-Sequence-to-sequence + 

RCNNs 
-Offer a unique recurrent network design and training approach to optimise model 

parameter training 

DeepVO (173) 2017 End-to-End + RCNNs 
-Presents an RCNN architecture that allows the DL-based VO technique to be 

generalised to whole new settings by using the CNN’s geometric feature representation. 

VINet, Visual-Inertial Odometry; DBLD-SLAM , Binary Local Descriptor SLAM; CNN, convolutional neural network; DL, deep learning; DNN, deep neural 
network; SLAM, simultaneous localisation and mapping; Deep_VO, Deep- visual odometry; SfM-Net: Learning of Structure and Motion.  

Tab. 6. The relocalisation methods of DL SLAM 

Name Year Architecture/method Main contribution 

VidLoc (174) 2017 -CNN -Attempts to decrease pose estimation error and achieve 6-D of video localisation. 

Dual-Stream-CNN 
(176) 

2018 -CNN 

-Improves the relocalisation accuracy. 

-Investigates depth image encoding techniques and proposes a fresh approach termed 
minimised normal. 

LSTMFCN (179) 2018 -FCN 

-Avoids the problem of aperture and makes it robust to partial blockages and moving 
objects. 

-Suggest refining as a way for improving training model performance. 

xyzNet [197] 2018 -Light CNN (xyzNet) 

-Geometric information concerning 2D-3D correspondences enables the elimination of 
unclear predictions and the creation of more precise camera poses. 

-The accuracy and the performance of our solution on diverse datasets as well as the 
power to solve difficulties involving dynamic scenario. 

SIR-NET (178) 2019 -CNN 
-This system simultaneously optimises retrieval and matching tasks to maximise 

relocalisation accuracy. 

Outlier-aware 
Neural tree (177) 

2021 
-DL + decision tree 

approaches. 

-Relocalisation in dynamic indoor environments. 

It achieves robust neural routing through space partitions. 

YOLO (175) 2022 
-YOLO 

- Semantic data. 

-Rejects unqualified candidates. 

-Shortens the computation time for the relocalisation tasks. 

LSTMFCN, long-short term memory fully convolutional network; SIR-Net : Scene-Independent End-to-End Trainable Visual Relocalize; CNN, 
convolutional neural network; DL, deep learning; FCN, fully convolutional network; LSTMFCN, long-short term memory fully convolutional network; 
SLAM, simultaneous localisation and mapping. 

5.4. Loop-closure detection 

An essential function of the SLAM system is the loop-closure 
process, which lowers the drift that has collected over time. There 
are a number of stable, efficient and light-weight DL loop-closure 
techniques. Traditional feature-point extraction algorithms are 
used in loop-closing detection methods. The majority of algorithms 
made use of hand-crafted features and bags of visual words 
(BoVW). 

Wu et al. (181) presented the loop-closure detection for visual 
SLAM derived from the SuperPoint Network. The SuperPoint NN, 
which is intended to concurrently recognise points of interest and 
their associated descriptors, was utilised by the authors to learn 
inner structures from raw data. The similarity of the image is de-

termined using cosine similarity. Merrill and Huang (182) suggest-
ed that for the visual close-loop, an unsupervised automatic en-
coder network architecture is used. The Histogram of Oriented 
Gradients (HOG) technique provides geometric data and illumina-
tion invariance, which forces the encoder to reconstruct the HOG 
descriptor rather than the original image.  

The resulting models do not require labelled training data or 
environment-specific training; instead, they extract strong to ex-
treme changes in appearance directly from the raw photos. 

Utilising the feature obtained through unsupervised DL can in-
crease the loop-closure detection method’s accuracy. PCANet, a 
deep cascade network, was utilised by Yifan Xia, et al. (183) to 
extract features as image descriptions. Principal component anal-
ysis (PCA), binary hashing and block-wise histograms are the 
three components that make up the PCANet, a straightforward DL 
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network. The PCA and deep CNN were used by Dai et al. (184) to 
execute a closed-loop detection process and to scale down the 
extracted feature dimensions. It is important to note the low detec-
tion accuracy of combination approaches. By using the pre-trained 
ResNet34 model to extract features, this issue is resolved. To 
reduce the dimension of the features, they then used Kernel PCA 
(KPCA) on the extraction features. 

Seq-CAL, introduced by Xiong et al. (185), is a lightweight se-
quence-based unsupervised loop-closure-detection approach that 
integrates sequence information with PCA to achieve good detec-
tion accuracy and faster detection times. They reduced descriptor 
dimensions while retaining sufficient expressive power using PCA. 
An algorithm for lightweight loop-closure detection and product 
quantisation (PQ) was created by Huang et al. (186). By using the 
pre-trained CNN model, SSE-Net, they were able to extract the 
image’s deep visual and semantic features and obtain a vector of 
feature descriptions. The loop is demonstrated by locating and 
matching the most comparable pair of candidate frames after PQ 
and encoding. 

Zhu and Huang (187) developed fast and robust visual loop-
closure detection using CNN. The authors improved the pre-
training model using the Lite-shuffleNet network by extracting the 
semantic data and depth of the image to derive the feature de-
scriptor, measuring the cosine similarity, choosing the best candi-
date frames and judging whether to loop. 

To represent a picture, Jiayi Ma et al. (188) proposed the fast 
and robust loop-closure detection through the convolutional auto-
encoder and motion consensus. To extract the features, they used 
a compact convolutional auto-encoder (CAE) network. They 
trained the network to offer the data of the visual loop closure-
detection procedure using the deep perceptual similarity loss 
function. The principle of place sequence division is the founda-
tion for the phase of loop-closure detection. The CAE network’s 
mapped coding space is employed in the query job to determine 
which historical image is most similar to the current query image. 
They introduced an image-to-sequence section method based on 
place sequence division and distance-weighted voting for loop-
closing selection. 

In some works, the loop-closure process is addressed using a 
hybrid DL architecture (HDLA). To enhance spatial awareness 
and loop-closure detection using a hybrid CNN, Cai et al. (189) 
devised an effective way to produce high-level semantic image 
features. It is built using ResNet-18 and optimised with the split–
transform–merge concept as well as the squeeze-and-excitation 
structure, allowing for the compensation of the network’s ability to 
represent pictures without sacrificing performance. To save the 
time needed to measure the distance between deep semantic 
features, the authors provided a straightforward method of reduc-
ing dimensions during their fitting. Liu et al. (190) proposed a 
method for developing high-level semantic features that are re-
sistant to changes in both viewpoint and lighting. The architecture 
of the network is a hybrid ConvNet network tuned to handle robust 
and real-time feature extraction. Although it shares AlexNet's 
fundamental structure, it functions best when the appearance is 
drastically altered. Shi and Li (191) employed a YOLOv4 model 
with an improved loss function to find the target in the camera-
obtained images. The locality sensitive hash function is used to 
reduce the high-dimensional data dimension, and the cosine 
distance is used to detect loops. 

Local3Ddeep descriptors (L3Ds) (192) is a method for loop 
detection that measures the overlap. It saves the loop candidate 
point cloud by their estimated relative positions and then deter-

mines the error metric between points that mutually correspond to 
the nearest neighbour descriptors. This technique enables precise 
loop recognition in the event of slight overlaps in 6-DoF estima-
tion. 

LoopNet (193) aims to discover important landmarks for the 
scene to focus on without being distracted by scene fluctuations. It 
is a plug-and-play algorithm. Additionally, it is a multi-scale atten-
tion-based Siamese convolutional model that learns feature em-
beddings that emphasise the distinguishable objects in the scene 
rather than comprehensive features. 

MAQBOO (194) is a sophisticated algorithm. It increases the 
effectiveness of pre-trained models to boost visual recall and use 
them in real-time with multi-agent SLAM systems. In comparison 
to a high descriptor, the suggested approach achieves equivalent 
accuracy in a low descriptor dimension. Tab. 7 summarises loop-
closing methods by DL in the order appearing in the text. 

6. PROBLEMS AND CHALLENGES 

We can infer from this study that the visual SLAM system 
changes over time. Every aspect of its architecture and computer 
vision tasks confronts issues. The researchers applied environ-
mental perception research to address these problems, enhancing 
V-SLAM and enhancing resilience in real-world contexts caused 
by variations in lighting, dynamic objects and shifts in viewpoint. 
The use of low-level sensors has been found to be another signifi-
cant SLAM issue. Numerous sources of ambiguity and problems 
must be solved in order to get a trustworthy SLAM. The three 
fundamental problems are temporal complexity, uncertainty and 
correspondence, sometimes known as data association. Classical 
difficulties and perception problems can be distinguished as is-
sues in the development of visual SLAM. The classical problems 
result from algorithms whose tasks rely on computer vision-related 
issues. Among the most common problem: 

 Estimation of intrinsic parameters is set before using visual 
SLAM systems because camera calibration is done before 
visual SLAM systems and is adjusted during the V-SLAM pro-
cess. 

 Pure rotation is a problem in the field of computer vision due 
to the inability to observe disparities in the monocular visual 
SLAM during purely rotational motion. To address this prob-
lem, several projection models were used (195)(196). 

 The map initialisation presents the first estimation of the local-
isation and is the main task for the rest of the process of visual 
SLAM. Among the things that make a preliminary map accu-
rate is to make the baseline wide. 

 The scale ambiguity is a particular problem with monocular 
SLAM. It lies in their geometric inability to get the information 
of absolute scale about the trajectories and environment. 

 Fusion of multi-sensors: The use of a single sensor in the 
SLAM process generates several limitations. The fusion of 
multiple sensors can provide rich data resulting in a more ac-
curate and robust system. However, sensor fusion can cause 
problems on several levels. 
Classical visual SLAM needs to address several issues, com-

putation for large-scale environments, distortion of movement and 
achieving compatibility between accuracy and real-time process 
relationship. 

 Perception problems give rise to algorithms that improve 
performance in all tasks and seek to implement a robust and 
precise system that confuses perception with optimization.
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DL offers practical precision and robust object detection, and 
prediction, which can understand the scene this improves the 
processes of visual SLAM. 

 Computation speed: DL offers many advantages in recogni-
tion. However, the low computational speed remains one of 
the most important problems. This makes dynamic SLAM not 
usable in embedded V-SLAM systems. 

 Computation complexity: This problem is generated by incor-
porating the object-detection modules. 

 Future research into SLAM perception will focus on solutions 
capable of handling real-world conditions and lighting changes 
and developing and improving tasks for performing visual 
SLAM in real-time scenes. 

Tab. 7. The loop-closing methods of DL SLAM 

Name Year Architecture/method Main contribution 

Light_unsupervised_D 
(182) 

2018 -Unsupervised deep NN 
-Efficient, and robust place recognition. 

-The visual loop closure that is both reliable and compact. 

SuperPoint (181) 2019 -SuperPoint 

-Simultaneously identifies interest spots and related descriptions. 

-By computing the cosine similarity of the respective vectors, it determines how similar 
the pictures are to one another. 

H
D

LA
 

(189) 2018 

-ResNet+ split-transform-
merge strategy + 

squeeze-and-excitation 
structure. 

-Produces high-level semantic picture features for better loop-closure detection and 
location recognition. 

-A simple while fitting dimension reduction algorithm, particularly useful for lowering the 
time required to estimate distance between deep semantic features. 

(190) 2019 -Hybrid CNN 

-Provides high-level semantic picture characteristics specifically for loop closure 
detection. 

-By using locality-sensitive hashing (LSH) and employing the nearest neighbour of a 
single image to search for the key frame using the cosine similarity score, you may 

guarantee the real-time performance of loop closure detection. 

YOLOv4 (191) 2020 
-YOLOv4+ optimised loss 

function 

-High-dimensional data can have its dimensions reduced by using the Locality Sensitive 
Hash function. 

-The cosine distance is used to determine the loop. 

Local3DDeep 
descriptors (192) 

2022 -L3Ds 

-After registering the loop candidate point cloud by its estimated relative posture, 
computes the metric error between points that correspond to mutually-nearest-

neighbour descriptors. 

-In the event of tiny overlaps, properly recognise loops and estimate 6-DoF postures. 

LoopNet (193) 2022 
-Plug-and-play 

model+LoopNet, 
-Identifies similarities across scenes by identifying essential key landmarks to focus on 

while being unaffected by scene differences. 

MAQBOO (194) 2022 
-Multiple AcQuisitions of 
perceptiBle regiOns for 

priOr Learning 

-Uses spatial information to improve the recall rate in image retrieval on pre- trained 
models 

6-DoF, six degrees of freedom; CNN, convolutional neural network; DL, deep learning; HDLA, hybrid deep learning architecture; L3Ds, local 3D deep 
descriptors; NN, neural network; SLAM, simultaneous localisation and mapping; BoVW,bags of visual words; HOG,The Histogram of Oriented Gradients; 
PCA, Principal component analysis; CAE, convolutional auto-encoder; MAQBOOL, Multiple AcQuisitions of perceptiBle regiOns for priOrLearning. 

 
7. CONCLUSION 

The most-significant fundamental techniques and problems 
related to visual SLAM are highlighted in this paper’s presentation 
of the emergence and development phases of the technology. 
The evolution of SLAM in this study was broken down into three 
phases: SLAM probabilities, vision SLAM and SLAM perception. 
Each phase tries to find solutions to the issues raised in the phase 
before it, while also fostering competency in visual SLAM. The 
study attempted to demonstrate the benefits, contributions and 
restrictions of each of the algorithms that were offered. 

A lucrative field that also advances visual SLAM is created by 
the combination of DL methods with machine visions. DL has 
made numerous advances in recent years, notably for tasks like 
image analysis, processing and decision-making, which performs 
with great accuracy and speed. It is possible to use DL to en-
hance various SLAM tasks, including visual odometry, optimisa-
tion, relocalisation and loop closure. DL techniques are utilised in 
visual SALM to speed up computation and are crucial for fully 
comprehending the complex scene that is being viewed. 
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